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This study proposes a new non-linear guidance law for a Falcon 

9 missile booster landing's terminal phase using a non-linear 

vectorized high expansion method. For this purpose, At first, the 

dynamic modeling of the landing problem is presented, assuming 

mass, gravity, and density are variables. Then, sensitivity variables 

are extracted using the vectorized high order expansion method and 

assuming the parameters constant. Then, the guidance law is 

extracted to update the path and optimal commands using sensitivity 

variables. The path and commands of the near-optimal guidance are 

extracted online using the proposed guidance law. Considering initial 

deviations, the guidance law performance in simulations are studied 

using a combination of various initial deviations. The results shown 

as charts and numerical values of errors indicate that the landing 

point errors are insignificant, and the vectorized high order 

expansion method has a desirable performance for the reusable 

booster's vertical landing. 
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Horizontal Thrust Force 𝑇𝑥 

Vertical Thrust Force 𝑇𝑧 

Greek Letters 

Angle of attack 𝛼 
Angle of attack rate 𝛼𝑟𝑎𝑡𝑒 

Flight Path 𝛾 
Deviation 𝛿 
Costate Variable 𝜆 
Density 𝜌 
Density at Sea Level 𝜌
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Introduction 

Researchers have extensively studied the landing 

of moon landers and Mars landers until now. They 

have studied the moon lander's guidance and 

vertical landing in [1], and the landing of a Mars 

lander has been studied in [2]. However, thanks to 

the advent of vertical landing reusable boosters, it 

has become a popular subject of study. In [3], the 

authors use particle swarm optimization to design 

the landing path of the booster with the minimum 

fuel.  

One of the most critical issues in a reusable booster 

mission is designing and extracting the landing 

path. One of the popular methods to solve this type 

of problem is the pseudo-spectral method, which 

contains a wide range of different primary 

functions. In another study, [4], this problem is 

directly solved by the pseudo-spectral method.  

Generally, some non-linear methods are known as 

a high order expansion with a wide variety. For 

example, we can name the classic perturbation 

theory, the high order expansion method using 

differential algebra, the vectorized high order 

expansion method, or the high order expansion 

implementation using generator functions.  

 A detailed discussion on the Hamilton-Jacobi 

theory and canonical phase space and its properties 

to formulate the problem and solve it using 

generating functions has been presented in [5]. The 

Researchers also put forward a complimentary 

discussion on generating functions in [6], which is 

the principal purpose of this method to solve 

particular dynamic problems.  

In this paper, we offer that the initial values of the 

problem's co-state variables can be extracted based 

on specific parameters (in parametric form). 

 In [7], an interesting approach for solving the 

problem of spacecraft arrangement using 

generating functions has been proposed. Also, this 

paper explains the expansion method of non-linear 

functions around the equilibrium point and 

specifies that the coefficients of a Taylor series for 

solving the given problem should be found. The 

Hamilton-Jacobi equations eventually transforms 

to some non-homogenous linear differential 

equations that are easy to solve to obtain the 

coefficients. 

 In [8], scientists use the generating functions 

method to design the state feedback control law 

with general boundary values. The results show 

that the cost function can be modeled as a 

combination of current state variables and 

boundary values. More details are presented in [9], 

where they designed the optimal guidance law 

using generating functions for the orbital meeting 

of two spacecraft, and the guided one has a 

continuous thrust. In this study, both Hamiltonian 

and generating functions are expanded to the 

desired order in the form of the Taylor series. For 

dynamic modeling of the equations of motion's 

rendezvous problem, the authors write this 

problem relatively and expand it to the desired 

order by the Taylor series. They modeled these 

equations in the form of planar maneuver; more 

details on the expansion method of these equations 

can be found in [10]. 

 We can find a clear and complete explanation of 

how to use the generating functions and high order 

expansion to solve the guidance problem in the 

optimal control formulations [11]. The main 

concern of this paper is the guidance of a 

spacecraft to avoid colliding with another. 

 In [12], researchers have tried to reformulate the 

generating functions method for the optimal 

control problems. They used the Taylor series for 

the high order expansion method in the form of 

tensor mathematics. A simple problem is also 

solved using the proposed method. In 2008 [13], 

the high order expansion method using differential 

algebra for solving particular dynamic problems 

was studied. Differential algebra is a tool by the 

help of which the algebraic operations on functions 

occur for the function value at the independent 

variable's point. We can also include high order 

derivatives in the equations.  

 Another method for robust guidance in guiding 

particular problems based on the differential 

algebra high order expansion method is also 

proposed and reviewed [4]. In this method, the 

general concepts of [13] are in place, and the 

optimal control problem for generating the 

guidance command is solved. This time in [15], the 

authors implement a method similar to the 
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previous references for a few different examples, 

plus presenting the extraction of the equations 

governing dynamics of the considered guidance 

problem. In another study using differential 

algebra [16], now the problem is modeled by 

considering constraints on the propulsion force. 

Another interesting application of the high order 

expansion method and differential algebra has 

been given in [17]. This study extracted a solution 

using the high order expansion for a significant 

range of conditions and parameters. Since the 

solution is valid, regardless of numerical values of 

the initial conditions and parameters, this solution 

is also reused at the beginning of the new period. 

Another different application of high order 

expansion and differential algebra in its 

computations is discussed in [18]. The spacecraft 

guidance from the Lagrange point and its collision 

with the moon to destroy the spacecraft are the 

main concerns. 

 Change and deviation in the final time of the 

problem are probable, which has a deniable effect 

in solving dynamic equations of the problem. The 

authors review this point in [19]. A study, [20], 

shows the benefits of using the differential algebra 

high order expansion to prevent the collision. This 

study performs the predictive analysis of deviation 

from the reference path due to the mentioned 

deviations for six different objects using the 4th 

order expansion of differential algebra. Then, the 

study completes in [21], and the probability of 

collision using the Monte Carlo analysis is 

estimated. The Monte Carlo analysis can be 

estimated using the differential algebra high order 

expansion. In [22-24], the authors introduce a 

different approach to the high order expansion 

named the vectorized high order expansion. The 

concern of [24] is the maneuver with the help of 

aerodynamic force considering the optimal 

guidance. This method does not use differential 

algebra and implements the mathematical structure 

required for computations by introducing 

sensitivity variables and particular algorithms. 

These sensitivities are computed for both state and 

co-state variables and are a function of time. As a 

result, we can obtain the new optimal control 

command due to any specific initial deviation. 

Nevertheless, this study aims to review the 

effectiveness of the high order expansion method 

and solve the problem of the booster's terminal 

landing phase of Falcon 9. Due to the ease of 

implementation, we modeled the problem in planar 

form to analyze the results and the vectorized high 

order expansion method performance. 

 In this study, at first, we define the considered 

problem and present its mathematical modeling. 

Then, we provide a brief review of the vectorized 

high order expansion method. Then, we solve the 

problem at hand using the vectorized high order 

expansion method and present the initial results. 

After that, we explain the implementation results 

in various simulations and discuss the 

effectiveness of the vectorized high order 

expansion method. In the end, we discuss the 

results and findings of this study.  

 
Figure 1: The schematic image of the booster's 

landing phases [4] 

Problem Description 

The booster's landing mission includes several 

phases. We can consider these phases when the 

engine is either on or off. However, in this study, 

the authors only consider the terminal phase. In 

this study, we deal with the booster's terminal 

landing phase. We assume that in this problem, the 

booster's engine is always running, and the amount 

and direction of the propulsion force are 

controllable. The goal is to satisfy the terminal 

conditions at the landing point accurately. As a 

result, the guidance law is modeled in the form of 

an optimal control problem with bounded terminal 

conditions. 

Mathematical model for simulation 

The mathematical model of the dynamic booster is 

presented as equation 1, assuming point-mass and 

flat-earth. 
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(1) 

�̇� = 𝑣𝑥
�̇� = 𝑣𝑧

𝑣�̇� = −
𝐷

𝑚

𝑣𝑥

√𝑣𝑥
2 + 𝑣𝑧

2
+
𝐿

𝑚

𝑣𝑧

√𝑣𝑥
2 + 𝑣𝑧

2
+
𝑇𝑥

𝑚

𝑣�̇� = −
𝐷

𝑚

𝑣𝑧

√𝑣𝑥
2 + 𝑣𝑧

2
−
𝐿

𝑚

𝑣𝑥

√𝑣𝑥
2 + 𝑣𝑧

2
+ 𝑔 +

𝑇𝑧
𝑚

�̇� = 𝛼𝑟𝑎𝑡𝑒

 

The dynamic model of the problem is extracted in 

the earth-fixed reference frame that the center is at 

the landing point, the first axis is to the right, and 

the third axis is downward. In this equation, 𝑥 and 

𝑧 are equal to the range and height, respectively. 

Similarly, 𝑣𝑥 and 𝑣𝑧 are horizontal and vertical 

components of the velocity vector, respectively. 

Since lift and drag are involved in dynamics,  𝛼 is 

considered as the attack angle. Also, 𝑇𝑥 are 𝑇𝑧 the 

horizontal and vertical thrust forces and variable 

rate of attack angle change. The three recent 

variables are the control variable of the guidance 

problem. The dynamic modeling of the problem is 

given in Fig. 1.  

 

Figure 2: Dynamic Modeling of the Problem 

Also, 𝑚 is the variable time mass of the booster 

that is modeled by (2): 

(2) 
�̇� = −

𝑇

𝐼𝑠𝑝𝑔0 

𝑇 = √𝑇𝑥
2 + 𝑇𝑧

2

 

where 𝐼𝑠𝑝 equals 320 represents the particular 

engine and 𝑔0 equals 9.81. Eventually, in equation 

(1), 𝐿  and  𝐷 are lift and drag forces, respectively, 

as modeled in equation (3). 

(3) 
𝐷 =

1

2
𝜌𝑣2𝑠(𝐶𝐷0 + 𝐶𝐷𝛼 sin(2𝛼 −

𝜋

2
))

𝐿 =
1

2
𝜌𝑣2𝑠𝐶𝐿𝛼 sin 2𝛼

 

where 𝑣  is computed in the form of equation 4. 

(4) 𝑣 = √𝑣𝑥
2 + 𝑣𝑧

2 

In equation 3, ρ represents the atmosphere density 

that we calculate using the COESA¹ standard 

model. It is noteworthy that although the problem's 

dynamic model is a point-mass model, the state 

variable is considered for the attack angle, and its 

change rate is considered a control variable due to 

the presence of aerodynamic forces. Eventually, in 

(1), g represents the gravity as shown in (5). 

(5) 𝑔 = 𝑔0 (
𝑅𝐸

𝑅𝐸 − 𝑧
)
2

 

In this equation, 𝑅𝐸 is the earth's radius, which 

equals 6378 km. 

 The proposed aerodynamic model is taken from 

[4], where simulation-related parameters are as 

follows: 

(6) 

𝐶𝐷0 = 9.4

𝐶𝐷𝛼 = 6.5
1

𝑑𝑒𝑔

𝐶𝐿𝛼 = 4 
1

𝑑𝑒𝑔

𝑠 = 10.752 𝑚2

 

Mathematical model for solving the landing 

problem 

In what follows, we use equations (1-6) to 

implement landing simulations. However, we 

benefitted from the following assumptions to 

extract the path and guidance law:  

1- Gravity is constant and equals 𝑔 = 𝑔0 

2- Density is constant, equals to 𝜌 = 𝜌0 and 

1.225 

3- Mass is constant and equals 𝑚 = 𝑚0 

As a result, the dynamic equations in (1) will be 

used as the reference model for solving the landing 

problem, while 𝑇𝑥
′ =

𝑇𝑥

𝑚0
 and  𝑇𝑧′ =

𝑇𝑧

𝑚0
. In addition, 

variables 𝐷′  and  𝐿′ are defined as (7); however, the 

aerodynamic parameters are as (6) same as before. 
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(7) 
𝐷′ =

1

2
𝜌0𝑣

2𝑠

𝑚0

(𝐶𝐷0 + 𝐶𝐷𝛼 sin(2𝛼 −
𝜋

2
))

𝐿′ =

1

2
𝜌0𝑣

2𝑠

𝑚0

𝐶𝐿𝛼 sin 2𝛼

 

Now the cost function is expressed as (8) to 

implement the model proposed in (1) and (7) in the 

optimal control theory: 

(8) 

{
  
 

  
 𝐽 =

1

2
∫ (𝑇𝑥

′2 + 𝑇𝑧
′2 + 𝑅𝛼𝛼

2 + 𝑅𝛼𝑟𝑎𝑡𝑒𝛼𝑟𝑎𝑡𝑒
2 )𝑑𝑡

𝑡𝑓

0

𝑅𝛼𝑟𝑎𝑡𝑒 = 7.5 (
180

𝜋
)
2

𝑅𝛼 = 0.03 (
180

𝜋
)
2

 

Where 𝑡𝑓 is the terminal time. Eventually, the 

initial and final conditions should be determined to 

solve this problem. These parameters are 

expressed in (9): 

(9) 

𝑥𝑖 = 1000 𝑚, 𝑥𝑓 = 0 𝑚

𝑧𝑖 = −4400 𝑚, 𝑧𝑓 = − 1 𝑚 

𝑣𝑥𝑖 = −136.81
𝑚

𝑠
, 𝑣𝑥𝑓 = 0

𝑚

𝑠

𝑣𝑧𝑖 = 375.88
𝑚

𝑠
, 𝑣𝑧𝑓 = 0.25

𝑚

𝑠
𝛼𝑖 = 0 𝑟𝑎𝑑, 𝛼𝑓 = 0 𝑟𝑎𝑑,𝑚0 = 4.7𝑒 + 4 𝑘𝑔

 

These parameters are selected relatively similar to 

the study [4]. In the above equation, subscript 𝑖 
represents initial conditions and 𝑓 represents final 

conditions. Therefore, we can use the parameters 

of (10), which represent the initial and the final 

nominal values of the state variables, to solve the 

optimal control problem for extracting the 

reference solution. In the next section, we briefly 

review the high order expansion method, which is 

the principal tool for solving the problem in this 

study.  

A Review of the High Order Expansion Method 

In this section, we have tried to express the general 

concept and the procedure of the high order 

expansion method. Moreover, we describe 

concepts like sensitivities and the method of 

determining their initial values. To clarify the 

method implementation, we assume that the 

considered problem is defined as a non-linear 

univariate one. Assume that equation (10) 

represents the dynamic equation of a system. This 

differential equation is non-linear to the state 

variable but linear to the control input. 

(10) �̇� = 𝑓(𝑥) + 𝐵𝑢 

This dynamic has two goals: 

For the given 𝑥(0) = 𝑥0, by 𝐽 =
1

2
∫ (𝑞𝑥2 +
𝑡𝑓
0

𝑟𝑢2)𝑑𝑡, by definition, the optimal control, 𝑢∗, 
should be determined so that the state variable is 

placed on point  𝑥(𝑡𝑓) = 𝑥𝑓   at moment 𝑡𝑓. The 

final conditions' constraint is hard. Suppose we 

assume that initial conditions have a deviation of 

𝛿𝑥0 from 𝑥0. In that case, we should provide a 

strategy through which 𝑢∗is updated in the way 

that in 𝑡𝑓 value of   𝛿𝑥𝑓, the deviation from 𝑥𝑓 at 

the final moment equals zero. 

 Considering the given cost function and according 

to the optimal control theory: 

(11) 

{
�̇� = −

𝜕𝐻

𝜕𝑥
𝜕𝐻

𝜕𝑢
= 0 → 𝑢 = −

𝐵

𝑟
𝜆

 

→  {
�̇� = 𝑓(𝑥) −

𝐵2

𝑟
𝜆

�̇� = −𝑞𝑥 −
𝜕𝑓

𝜕𝑥
𝜆

 

Where 𝑥(𝑡0) = 𝑥0   and   𝑥(𝑡𝑓) = 𝑥𝑓  are desirable 

for the above differential equation system as per 

the definition. The above differential equation 

system is a problem with distinct boundary values. 

However, we can solve an initial value problem in 

the form of a leading integration. Now, deviation 

in the initial conditions of the problem is 

considered according to Fig. 3; initial conditions 

deviation from the nominal value in real problems 

is always probable due to turbulence and 

uncertainty. Therefore, if the initial conditions at 

the time of guidance law implementation, i.e., 

implementing a real problem or simulation, are 

different from the nominal value, performing the 

open-loop optimal control command which was 

obtained in the previous stage, will lead to 

enormous deviations in final conditions. 

 

Figure 3: Deviation in Initial Conditions 
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Assuming that the problem deviates from the 

initial conditions, this would be a new optimal 

control problem. However, we should be aware 

that resolving the optimal control problem should 

be online. Using numerical methods such as the 

spectral method is not efficient from the point of 

time and cost. The better solution is to find a new 

optimal path (and optimal control) and substitute it 

with the previous optimal path (and optimal 

control). 

 Replacing the nominal path using the high order 

expansion method has an offline computational 

load. However, once calculating the coefficients, 

we can use it in an online form and replace the 

optimal control command and optimal path 

according to the initial deviation value. In (11), 

since 𝑥𝑛 = 𝑥
∗   and   𝜆𝑛 = 𝜆

∗
 are extracted from 

these equations using the numerical method, the 

solution applies to the above equation. So, 

(12) {
�̇�∗ = 𝑓(𝑥∗) −

𝐵2

𝑟
𝜆∗

𝜆∗̇ = −𝑞𝑥∗ −
𝜕𝑓

𝜕𝑥
𝜆∗

 

Now, if there is a deviation in initial conditions, 

i.e., 𝑥(0) = 𝑥0 + 𝛿𝑥0,  𝑥𝑛 and  𝜆𝑛 should be 

substituted by the values of (13): 

(13) {
𝑥∗ = 𝑥𝑛 + 𝛿𝑥
𝜆∗ = 𝜆𝑛 + 𝛿𝜆

 

then, the result is: 

(14) 

{
 
 

 
 𝑥�̇� + 𝛿�̇� = 𝑓(𝑥𝑛 + 𝛿𝑥) −

𝐵2

𝑟
(𝜆𝑛 + 𝛿𝜆)

𝜆�̇� + 𝛿�̇� =

−𝑞 × (𝑥𝑛 + 𝛿𝑥) −
𝜕𝑓

𝜕𝑥
× (𝜆𝑛 + 𝛿𝜆)

 

In the next step, we estimate function 𝑓(𝑥) with its 

Taylor series around the nominal path because 

equations and their solving process for non-linear 

functions will be generalized. We can expand this 

Taylor series to the desired Nth order; however, 

here, we only expand to the 2nd order to avoid 

complexity.  

(15) 

{
 
 
 
 

 
 
 
 

�̇� + 𝛿𝑥 =̇

{𝑓(𝑥𝑛) + 𝑐1𝛿𝑥 + 𝑐2𝛿𝑥
2 +⋯}

−
𝐵2

𝑟
(𝜆𝑛 + 𝛿𝜆)

𝜆�̇� + 𝛿�̇� = −𝑞(𝑥𝑛 + 𝛿𝑥)

−
𝜕

𝜕𝑥
{𝑓(𝑥𝑛) + 𝑐1𝛿𝑥 + 𝑐2𝛿𝑥

2 +⋯}

× (𝜆𝑛 + 𝛿𝜆)

 

In this equation, 𝑐1 =
𝜕𝑓

𝜕𝑥𝑛
  and  𝑐2 =

1

2

𝜕2𝑓

𝜕𝑥𝑛
2   are the 

Taylor series coefficients, and since they are 

calculated on the nominal path, they are a function 

of time. In the following solution step, we subtract 

the nominal solution from the two sides of the 

equation. The result is: 
(16) 

{
𝛿�̇� = 𝑐1𝛿𝑥 + 𝑐2𝛿𝑥

2 +⋯−
𝐵2

𝑟
𝛿𝜆

𝛿�̇� = −𝑞𝛿𝑥 − (𝑐1𝛿𝜆 + 2𝑐2𝛿𝑥𝛿𝜆 + ⋯)

 

Now, we assume that this value equals a fixed 

unknown value of 𝛼 that is 𝛼 = 𝛿𝑥0. Then we 

assume that deviations are defined as a function of 

𝛼. 

(17) 
𝛿𝑥(𝑡) = 𝑠(𝑡) × 𝛼 + 𝑠(𝑡) × 𝛼2 +⋯𝑥

2
𝑥
1  

In (17), 𝑠(𝑡)𝑥
1   and   𝑠(𝑡)𝑥

2  are the first and the 

second-order sensitivity of the state variable to the 

deviation in the initial conditions, respectively, 

showing the effect of initial deviations on the 

future optimal control problem where the 

sensitivities are unknown. Another equation is 

similarly defined for 𝛿𝜆. 
(18) 

𝛿𝜆(𝑡) = 𝑠(𝑡) × 𝛼 + 𝑠(𝑡) × 𝛼2 +⋯𝜆
2

𝜆
1  

Now, we can put the two defined equations and the 

differential equations of the deviational variables 

together and conclude: 
(19) 

{
 
 

 
 𝛿�̇� = 𝑐1𝛿𝑥 + 𝑐2𝛿𝑥

2 +⋯−
𝐵2

𝑟
𝛿𝜆

𝛿�̇� = −𝑞𝛿𝑥 − (𝑐1𝛿𝜆 + 2𝑐2𝛿𝑥𝛿𝜆 + ⋯)

𝛿𝑥(𝑡) = 𝑠(𝑡) × 𝛼 + 𝑠(𝑡) × 𝛼2 +⋯𝑥
2

𝑥
1

𝛿𝜆(𝑡) = 𝑠(𝑡) × 𝛼 + 𝑠(𝑡) × 𝛼2 +⋯𝜆
2

𝜆
1

 

In the next step, by reviewing the above equation, 

we can substitute the two following equations in 

the two above differential equations: 

(20) 

{
 
 
 
 
 

 
 
 
 
 
𝑑

𝑑𝑡
( 𝑠(𝑡)𝛼 + 𝑠(𝑡)𝛼2𝑥

2
𝑥
1 ) =

𝑐1( 𝑠(𝑡)𝛼 + 𝑠(𝑡)𝛼2𝑥
2

𝑥
1 )

+𝑐2( 𝑠(𝑡)𝛼 + 𝑠(𝑡)𝛼2𝑥
2

𝑥
1 )2

−
𝐵2

𝑟
( 𝑠(𝑡)𝛼 + 𝑠(𝑡)𝛼2𝜆

2
𝜆
1 )

𝑑

𝑑𝑡
( 𝑠(𝑡)𝛼 + 𝑠(𝑡)𝛼2𝜆

2
𝜆
1 ) =

−𝑐1( 𝑠(𝑡)𝛼 + 𝑠(𝑡)𝛼2𝜆
2

𝜆
1 )

−2𝑐2( 𝑠(𝑡)𝛼 + 𝑠(𝑡)𝛼2𝑥
2

𝑥
1 )

× ( 𝑠(𝑡)𝛼 + 𝑠(𝑡)𝛼2𝜆
2

𝜆
1 )

 

As a result: 
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(21) 

{
  
 

  
 �̇�(𝑡) = 𝑐1 𝑠(𝑡)𝑥

1 −
𝐵2

𝑟
𝑠(𝑡)𝜆
1

𝑥
1

�̇�(𝑡) = −𝑞 𝑠(𝑡)𝑥
1 + 𝑐1 𝑠(𝑡)𝜆

1
𝜆
1

�̇�(𝑡) = 𝑐1 𝑠(𝑡)𝑥
2 −

𝐵2

𝑟
𝑠(𝑡)𝜆
2

𝑥
2 + 𝑐2 𝑠(𝑡)𝑥

1 2

�̇�(𝑡) = −𝑞 𝑠(𝑡)𝑥
2 − 𝑐1 𝑠(𝑡) − 2𝑐2 𝑠(𝑡) 𝑠(𝑡)𝜆

1
𝑥
1

𝜆
2

𝜆
2

 

The remarkable feature of the differential 

equations in equation (21) for sensitivities is that 

they are all linear and time-variable. However, 

except for the first-order sensitivities, the other 

sensitivities have a non-homogenous equation 

system, where non-homogenous expressions are 

calculated according to lower-order sensitivities. 

As a result, we can perform the extraction of 

sensitivities from the first order to the Nth step by 

step, and for this, we solve a time-variable linear 

differential equation system in each step.  

Now that we extracted the sensitivities, we can see 

by referring to (17) and (18) that expressions 

𝛿𝑥(𝑡) and   𝛿𝜆(𝑡)  are calculated, and the result is: 
(22) 

{
𝑥𝑛
𝑛𝑒𝑤(𝑡) = 𝑥𝑛

𝑜𝑙𝑑(𝑡) + 𝛿𝑥(𝑡)

𝜆𝑛
𝑛𝑒𝑤(𝑡) = 𝜆𝑛

𝑜𝑙𝑑(𝑡) + 𝛿𝜆(𝑡)
 

, which expresses that we can extract the new 

nominal solution by adding the calculated values 

of deviational variables to the initial nominal 

solution. Therefore, since 𝜆𝑛
𝑛𝑒𝑤  is extracted, the 

new nominal optimal control command will be 

obtained by using 𝑢𝑛
𝑛𝑒𝑤 = −

𝐵

𝑟
𝜆𝑛
𝑛𝑒𝑤. For more 

details on implementing the multi-variable 

vectorized high order expansion method, we may 

refer to [22-24]. 

Using the High Order Expansion Method 

Now that we reviewed the vectorized high order 

expansion method and its application in the 

optimal control problem solving, we present the 

initial results of the landing problem solving with 

the help of the method in this section. At First, we 

extract the nominal solution of the landing 

problem using the numerical method considering 

equation (1), (7), and (8) and the initial and the 

final conditions provided in (9). To extract the 

final time, we considered this as an optimization 

parameter, thus obtaining 30/7105 seconds for the 

nominal value of the final time 𝑡𝑓. Then, 

sensitivities for this model are extracted to the 

third order. Now, according to: 

(23) 𝜕ℋ

𝜕𝑇𝑥
′
= 0 → 𝑇𝑥

′ = −𝜆3

𝜕ℋ

𝜕𝑇𝑧
′
= 0 → 𝑇𝑧

′ = −𝜆4

𝜕ℋ

𝜕𝛼𝑟𝑎𝑡𝑒
= 0 → 𝛼𝑟𝑎𝑡𝑒 = −

𝜆5

𝑅𝛼𝑟𝑎𝑡𝑒

 

We can extract the optimal commands. To do this, 

having 𝜹𝑠0 = [𝛿𝑥0 𝛿𝑧0 𝛿𝑣𝑥0 𝛿𝑣𝑧0 𝛿𝛼0]
𝑇
, 

we can calculate the values of 𝛿𝑥   ،𝛿𝑧   ،𝛿𝑣𝑥  ،𝛿𝑣𝑧, 

and   𝛿𝛼, and also   𝛿𝜆3   ،𝛿𝜆4, and  𝛿𝜆5 for all flight 

moments. Then, considering:  

(24) 𝑥𝑟 = 𝑥𝑛 + 𝛿𝑥
𝑧𝑟 = 𝑧𝑛 + 𝛿𝑧

𝑣𝑥𝑟 = 𝑣𝑥𝑛 + 𝛿𝑣𝑥
𝑣𝑧𝑟 = 𝑣𝑧𝑛 + 𝛿𝑣𝑧
𝛼𝑟 = 𝛼𝑛 + 𝛿𝛼

 

and  
(25) 𝑇𝑥

′ = −(𝜆3𝑛 + 𝛿𝜆3)

𝑇𝑧
′ = −(𝜆4𝑛 + 𝛿𝜆4)

𝛼𝑟𝑎𝑡𝑒 = −
(𝜆5𝑛 + 𝛿𝜆5)

𝑅𝛼𝑟𝑎𝑡𝑒

 

, we calculate the reference path and guidance 

commands according to the initial deviation. In 

(24) and (25), subscripts 𝑟 and 𝑛 for state and co-

state variables represent the reference solution and 

the nominal solution, respectively. Now we 

evaluate the performance of the high order 

expansion method by considering different initial 

deviations for condition and velocity. The 

vectorized high order expansion method diagram 

block is shown in Fig. 4. 

 
Figure 4: The guidance diagram block using the 

vectorized high order expansion method 

In this block-diagram, first, the relevant 

sensitivities are extracted. Then, the optimal 

guidance command through (19) and (20) and also 

𝛿𝑥(𝑡) and 𝛿𝜆(𝑡) are extracted considering the 

initial deviation by means of interpolation of 
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sensitivities. Then, the 𝛿𝑥(𝑡) obtained from the 

block of sensitivities is compared with the actual 

𝛿𝑥(𝑡) obtained from the navigation sensors. If 

there is a deviation, the correction command is 

produced using an LQ regulator and is added to the 

guidance command obtained from the block of 

sensitivities. Then, again it is transmitted to the 

autopilot to correct the path in case of any 

deviation. 

Overall, eight different simulations are performed 

according to the equations of (7). Table 1 shows 

these eight different modes. 

Table 1: Considering different initial deviations for 

condition and velocity 

S.N. 𝛿𝑣𝑧0[
𝑚

𝑠
] 𝛿𝑣𝑥0[

𝑚

𝑠
] 𝛿ℎ0[𝑚] 𝛿𝑥0[𝑚] 

1 0 0 0 500 

2 0 0 0 -500 

3 0 0 300 0 

4 0 0 -300 0 

5 0 30 0 0 

6 0 -30 0 0 

7 30 0 0 0 

8 -30 0 0 0 

Considering that the vectorized high order 

expansion method is an approximate method, we 

also benefitted from an LQ tracker of the nominal 

path to ensure the execution of guidance 

commands and the precise satisfaction of the final 

conditions. The results of these eight simulations 

at the final point are shown in Table 2. 

Table 2: Simulation results 

 𝑡𝑓[𝑠] 𝛼𝑓  [ 
°] 𝑣𝑧𝑓[

𝑚

𝑠
] 𝑣𝑥𝑓[

𝑚

𝑠
] 𝑥𝑓  [𝑚] 

1 30.711 -0.0016 0.2624 -0.0026 0.0119 

2 30.712 -0.00052 0.2661 -0.0018 0.0064 

3 30.710 0.00043 0.2506 -0.0008 0.0026 

4 30.710 -0.00075 0.2505 -0.00082 0.0021 

5 30.710 -0.00007 0.2506 -0.00007 0.0003 

6 30.710 -0.00003 0.25 -0.00002 0.00003 

7 30.710 -0.000004 0.2503 0.000007 0.0001 

8 30.7105 0.000005 0.2504 0.00002 -0.0002 

In simulations, the criterion for a stop is reaching 

the height of 1 meter. It should be noted that ℎ =
−𝑧  and  𝛿ℎ0 = −𝛿𝑧0. We can observe that the 

average error equals 0.0029, and its standard 

deviation equals 0.0042. The average value and 

standard deviation for error 𝑣𝑥𝑓 are 0.0035 and 

0.0062, respectively. For error 𝛼𝑓, the average 

value is equal to -3.17e-4 and the standard 

deviation is equal to 6.3e-4. The final time error 

equals 3.5e-4 and 0.9e-4. Diagrams of the 

trajectory and acceleration commands in two 

directions for the first four simulations are shown 

in Fig. 4-6. 

 
Figure 5: trajectory  

 
Figure 6: Horizontal acceleration command 

 
Figure 7: Vertical acceleration command 

As seen, errors are insignificant in the performed 

simulations, and the final conditions and the final 

time are provided with high accuracy. Errors are 

minimal in these simulations and arise from the 

fact that the vectorized high order expansion 

method solution is an approximate method. 

However, the results will be more challenging by 
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including the mass model, density, and gravity in 

the simulations, which will be explained in the 

next section. 

The Analysis of the Simulation Results 

Some simplifications, including constant mass, 

constant density, and constant gravity in dynamic 

equations, were considered to solve the vectorized 

high order expansion for the landing problem. The 

high order expansion solution's performance in 

some simulations was reviewed in section 4 by 

maintaining the assumptions. However, to better 

investigate and evaluate the performance, we 

review the effect of these variables. Note that the 

perfect gravity model is used in all simulations of 

this section. Therefore, height deviations are 

considered from -300 m to 300 m with 100 m 

steps, range deviations from -500 m to 500 m with 

100 m steps, and horizontal and vertical velocity 

deviations from -30 m/s to 30 m/s with 10 m steps. 

All its various combinations are simulated 

separately for deviations of condition and velocity. 

 In the continuation of this section, first, the 

variable mass effect is considered, and then, the 

variable density effect is considered (the variable 

gravity model is used in both conditions) to study 

the effectiveness of the high order expansion 

method and the landing point error for deviations. 

This error is calculated according to equation 26. 

(26) 

𝑀𝑆𝐸 =
1

4
{
(𝑥(𝑡𝑓) − 𝑥𝑓)

2

500
+
(𝑧(𝑡𝑓) − 𝑧𝑓)

2

300

+
(𝑣𝑥(𝑡𝑓) − 𝑣𝑥𝑓)

2

30

+
(𝑣𝑧(𝑡𝑓) − 𝑣𝑧𝑓)

2

30
} 

Studying the Effect of Mass Changes 

The effect of variable mass is considered 

according to equation (2) for simulations, but the 

density is assumed to be constant and equal to 𝜌 =
𝜌
0
= 1.225. Now, considering the mathematical 

model, simulations will be performed for the range 

of initial deviations. Fig. 8 and 9 indicate the 

contour of landing point error for of the position 

and the velocity initial deviations, respectively. 

Also, Table 3 shows the average value and 

standard deviation of the errors at the landing 

point. All combinations of the initial deviations of 

position and velocity are considered to calculate 

the average value and standard deviation, 

including 3773 different simulations with different 

initial deviations. Studying Fig. 8-10 and 

considering the results in Table 3, we see that the 

landing point errors are insignificant and are 

desirable for the booster's landing mission. It 

should be noted that the height error is zero 

because the condition considered for the 

termination of simulations to reach the height of 1 

meter.  

Table 3: The average value and standard deviation of 

the landing point error 

 𝑥(𝑡𝑓) − 𝑥𝑓 𝑣𝑥(𝑡𝑓)

− 𝑣𝑥𝑓 

𝑣𝑧(𝑡𝑓)

− 𝑣𝑧𝑓 

Mean 0.0745 -0.0267 0.07611 

Standard 

Deviation 
0.0933 0.0192 0.1297 

 
Figure 8: The error contour at the landing point 

caused by the initial deviation of position 

 
Figure 9: The error contour at the landing point 

caused by the initial deviation of velocity 
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Figure 10: Distribution of range error and horizontal 

and vertical velocity comparing the first order and the 

third order solutions 

Studying the Effects of Density Changes 

Similarly, we consider the previous simulations 

this time using the variable density but with 

constant mass. Fig. 11-13 illustrate the simulation 

results. In the same way, the average value and the 

standard deviation of the landing point errors for 

all different combinations of the initial deviations 

are shown in Table 4. It is seen from Table 4 that 

the initial deviation in velocity has a more 

negligible effect on the vertical velocity at the 

landing point compared to the initial deviation of 

position, while its effect on the horizontal velocity 

error and horizontal distance is far more. However, 

the error values are still small, and the 

implemented guidance method shows good 

quality.  

Table 4: The average value and standard deviation of 

the landing point 

 𝑥(𝑡𝑓) − 𝑥𝑓 𝑣𝑥(𝑡𝑓)

− 𝑣𝑥𝑓 

𝑣𝑧(𝑡𝑓)

− 𝑣𝑧𝑓 

Mean 0.1171 -0.0435 0.0909 

Standard 

Deviation 
0.0351 0.0279 0.0244 

 

 
Figure 11: The error contour at the landing point 

caused by the initial deviation of position 

 
Figure 12: The error contour at the landing point 

caused by the initial deviation of velocity 

 

Figure 13: Range error distribution and horizontal and 

vertical velocity comparing the first and the third-order 

solution 

Conclusion and Final Words 

In this study, we considered the terminal phase 

landing of a typical booster, while the principal 

purpose was to provide the least possible errors at 



  

 

 /25 

 

Designing the Nonlinear Guidance Law Adaptable to Initial 

Deviations for the Vertical Landing of the Booster 

 

Journal of  Aerospace Science and Technology 

Vol. 15/ No. 1/ Winter - Spirng 2022 

the landing point. Therefore, we first presented a 

dynamic modeling for implementing simulations, 

and subsequently, a simpler dynamic model to 

solve the optimal control problem using the 

vectorized high order expansion method. 

Therefore, in what followed, we provided a brief 

review of the vectorized high order expansion 

method and its implementation in the optimal 

control problem. Then, we solved the booster 

landing problem up to the third order. We 

presented eight simulations with different initial 

deviations to study the theoretical errors. Later, we 

considered more comprehensive simulations to 

estimate the quality of the high order method in the 

presence of uncertainties and to evaluate the effect 

of higher-order expressions. Although we 

considered mass, density, and gravity to be 

constant in the mathematical model to extract the 

solution using the high order expansion method, 

the simulations implemented by considering 

variable gravity, density, and mass indicated the 

high quality of the high order expansion method. 
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